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 ABSTRACT   

This article proposes an image processing algorithm based on multi-scale clustering, which can improve the probability of 

a classifier correctly classifying an image even after it has been subjected to noise attacks. The algorithm mainly involves 

performing multi-scale clustering on the pixels of the image based on features such as color space, distance, texture, etc., 

and then incorporating the clustering results into the training of the classifier. By directly extracting the main feature 

information from the image for training, the algorithm prevents large classification errors due to changes in certain pixel 

values, thus reducing the impact of attacks on other pixels in the image and greatly improving the robustness of the image. 

Therefore, this algorithm is a robust and efficient denoising method.  
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1. INTRODUCTION  

With the development of information technology, in order to enhance the information processing of images, there is digital 

image processing 1. It refers to the use of computers or other devices to digitally process image information, including 

segmentation, restoration, enhancement, exchange, analysis, and description, etc 2. A crucial stage in image processing 

and computer vision is the pre-processing stage, which involves filtering methods and image denoising techniques. In 

recent years, clustering algorithms have received a great deal of attention from researchers in image pre-processing 

techniques 3.  

Clustering, as an analysis tool in data mining, is also an important method in image segmentation. From the perspective of 

clustering, image segmentation can be seen as a process of clustering all pixels based on their gray scale and features 4. 

Image segmentation is a special image processing method that has been studied for many years without a unified method 

or judgment standard. Common image segmentation methods in traditional machine learning include region growing, 

threshold segmentation, and k-means clustering segmentation 5. Image segmentation refers to dividing an image into 

several mutually exclusive and non-overlapping regions based on meaningful features in the image, Make the pixels in the 

same image area show consistency or similarity, but there are obvious differences at the boundaries of different areas6. 

Image segmentation is an important issue in the field of image processing. Effective and reasonable image segmentation 

can extract useful information for image classification, pattern recognition, and make high-level image understanding 

possible. n fact, the traditional image segmentation classifies the pixels in the image based on image features such as 

grayscale, color, and space, feature space clustering methods have broad application prospects in the field of image 

segmentation7. 
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After 2012, the convolutional neural network has been greatly developed. At the same time, it is also used in the field of 

image segmentation. The researchers converted the manually designed features in the traditional image segmentation 

algorithm into the features learned by the CNN model, and then the model performed feature extraction and downsampling 

through operations such as convolution and pooling on the features, and further compressed the feature map to extract 

more accurate images. high level features 8. However, recent studies have shown that convolutional neural networks are 

vulnerable to adversarial examples9. This phenomenon was first proposed in the field of image classification. By adding 

small artificially designed perturbations to clean images, convolutional neural networks can be misclassified10. According 

to the degree of understanding of the internal information of the target model, adversarial attacks can be divided into white-

box and black-box attacks. In white-box attacks11, the attacker has all the information of the attacked model. Such attacks 

are relatively simple, but the actual The scene has great limitation. In the black box attack, the attacker cannot obtain the 

internal information of the model, but according to whether the model output can be accessed, it can be divided into access 

attack and migration attack. The gradient to achieve the attack, this attack requires a large number of visits, and its abnormal 

traffic is easy to be monitored, so it has certain limitations. 

In summary, neural networks may suffer from attacks during image recognition, which makes them very unstable and 

vulnerable to exploitation. Moreover, these attacks only make minimal changes to the image pixels, making them 

imperceptible to the human eye. To improve the probability of correct image recognition by neural networks under 

adversarial sample attacks, this paper proposes a preprocessing method that reduces the impact of noise. The main 

contribution of this paper is summarized as follows: by performing multi-scale clustering on image pixels and then 

incorporating them into network training, this method can defend against such attacks12. 

(1) This algorithm proposes a new image segmentation method to improve the robustness of the trained neural network 

model. 

(2) This algorithm is effective against most types of noise, reducing the probability of misclassification due to image 

quality issues in most cases. 

(3) This algorithm has a significant improvement compared to traditional machine learning clustering segmentation 

algorithms, as it only requires one parameter to adaptively cluster different types of images. 

The rest of the paper is organized as follows. Part II provides a detailed introduction to the specific content of granular 

image clustering, Part III presents the experimental analysis and discussion, and Part IV gives the conclusion. 

 

2. ALGORITHM OF IMAGE MULTISCALE CLUSTERING PROCESSING 

2.1 Multi-Granularity Clustering Theory  

Human perception of images has a large-scale priority characteristic. The human brain observes things starting from the 

big features and moves from the general to the details13. Although the information received is comprehensive, when 

analyzing these things, people always start with a macroscopic perspective and then delve into the micro level of things14. 

Just like when people see a selfie, they always first see the outline of the face in the photo, then look at the nose, eyes, and 

some small features. Based on the granularity theory, this paper proposes the granularity cognition theory15. Currently, 

granule theory has been applied to rough sets, sampling, classificatio, and has achieved good results. The applicability and 

authenticity of granule theory have been validated.    

Definition 1: Given a data set D ⊆ R^N and D' ⊆ D (D' ≠ ∅), the granule ball GB generated is defined as having a center 

point C, a radius r, and a set of all points in the ball as D'. C is the center of all sampling points in the ball, r is the average 

distance from all sampling points to the center of the ball. For any point xi∈D' (i = 1, 2, …, K), where K is the number of 

data points in the ball. 
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Finally, in the resulting clustering, some points may be isolated into very small spheres between several larger ones. 

However, according to the granularity cognitive theory, the absence of these points will not affect the overall judgment. 

These points are equivalent to outliers in the overall sample, and their small number will not affect the results. It is possible 

to choose better-quality data to replace the entire dataset, as long as the classification boundary is well described at the 

granularity scale. The points within the sphere do not need to be identical, as sometimes noise needs to be tolerated. 

Although these points are close during clustering, their actual labels may differ significantly, indicating that they are likely 

noise points. Therefore, the purity of the sphere needs to be adjusted as required. If these points are too numerous, the 

sphere will be large, and if the sphere cannot tolerate outliers, it will be small16. If all spheres do not have outliers, the 

result is the same as that without clustering, and the noise is not processed at all17. 

Definition 2: Given a data set D⊆RN and D'⊆D (D'≠∅), the granule GB generated will have its center defined as C, and its 

point set defined as D'. C is the center of all the sampling points in the sphere, and it is not a real sample. r i is the distance 

from xi to C. For any point xi∈D' (i=1,2,...,K), where K is the number of data points in the sphere, |y| represents the number 

of points where ri<threshold. 
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According to the above concepts and theories, the process of forming granules can be obtained. The first step is to randomly 

generate m balls that cover most of the samples through clustering, as shown in Figure 1(a), where m is the number of 

balls. The focus is on the second step of classifying the data set. Then, the centers of two granules are determined based 

on Definition 1. If the purity requirements are not satisfied between two granules, the granules are split further to generate 

more granules, as shown in Figure 1(b). The granules that meet the purity conditions remain unchanged and stop splitting, 

while the others continue to split until the purity of all cores meets the requirements, as shown in Figure 1(c). It can be 

seen that after all the balls are divided, all sample points are successfully clustered together. 

 

 

Fig.1 granule iterative process.(a)first iteration; (b) intermediate results; (c) Granule clustering complete. 
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2.2 Multi-Granularity Image Clustering Algorithm 

The main idea of the granular ball image clustering algorithm is shown in Figure 2(a). Figure 2(a) shows the distribution 

of each pixel in the feature space, which is represented in two-dimensional space, but in reality, it may be multidimensional 

due to the RGB channels and spatial coordinate information of the image. In Figure 2(b), all the points are clustered into 

spheres represented by Bi (i=1,2,…,n). These spheres can be treated as a whole, represented by their centers. After 

obtaining these spheres, the algorithm calculates the purity of each sphere through the similarity measure in the sphere, if 

the sphere purity does not meet the conditions, continue to split the sphere through 2-means, as shown in Figure 2(c). In 

the end, all the spheres are clustered successfully, and the data points not in the spheres are noise points, which need to be 

removed, as shown in Figure 2(d). As shown in Figure 2(e), there is no more noise in the final data. 

 

Fig. 2. The splitting process of granules in the dataset (a) The original data set;(b) granule initial disintegration; (c) Granular 

iterative clustering; (d) Remove noise points in the ball; (e) get final data. 

2.3 Analysis of denoising in granular image clustering  

The particle clustering algorithm is described as Algorithm 1 above. The multi-scale clustering denoising algorithm for 

image data mainly consists of three parts: image pixel sample generation, sample multi-scale clustering, and clustering 

result processing. In Step 2, the image is first converted into a two-dimensional data format, where the image of size (h, 

w, 3) is transformed into (w*h, 3), with each pixel's feature being its RGB value. The second step is to cluster all samples. 

Here, the entire data set is initially treated as a large sphere, and then, in Steps 6 to 18, the algorithm iteratively clusters 

the data until the number of spheres no longer changes, indicating the clustering has become stable. In Steps 7 to 17, the 

algorithm first performs purity analysis on a sphere, comparing the data points in the sphere to its center, and identifying 

the number of noisy data points that are farther than the given threshold from the sphere center. If the number of noisy 

points is greater than the given purity value, the algorithm then performs a 2-kmeans clustering on that sphere (Bi). In this 

way, the size and number of sphere divisions are determined based on the threshold and purity, where the threshold is 

typically fixed, but the purity can be designed for different scenarios. 
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Algorithm 1: Generate image pixel samples 

Input: Image img 

Output: The resulting data set D  

1. // Stage 1: Extract the RGB pixel value of each pixell 

2. pixels=img.reshape(-1,3); // Initializes a matrix containing pixel eigenvectors. 

3. // Stage 2: Multi granularity clustering of samples 

4. Balls=[data] ; 

5. _ []new Balls    

6. while len(len(new_Balls)!=len(Balls)) 

7. for each  iB Balls  do 

8.       _ []new Balls    

9.     0count  ; //Number of heterogeneous points 

10.     for each i ipixel B  do 

11.         if( ( )i idistance pixel C threshold−  ) then 

12.              1count count +  

13.         end if 

14.      end for 

15.     if
( )i

  ( )
count

purity
len B

  then 

16.         new_Balls.add(2-kmeans(Bi)) 

17.     else 

18.          new_Balls.add(Bi) 

19.     end for 

20. end for 

 

 

 

 

3. EXPERIMENT 

This section mainly presents the effectiveness of the granule image clustering algorithm from two aspects: the visual effect 

of the image obtained by different image clustering processing algorithms and the accuracy of the image after processing 

in the face of noise interference. 

The dataset used in the experiment mainly comes from the CIFAR-10 dataset, and the noise addition algorithm mainly 

uses FGSM. The image processing algorithm in this part mainly shows the effect through some large images, comparing 

the results with different thresholds and purities, and comparing the effects of processed images with those without 

processing. 

3.1 Comparison of image results at different purities 

First, a normal image is used and its pixels are converted into different sample points for clustering. The purity can be set 

to a fixed value, and the number of final images can be viewed by adjusting the threshold. Alternatively, the threshold can 

be fixed, and the purity can be adjusted to observe the effect of the image and the number of particles. The following 

results show the difference between the images obtained by basic k-means clustering and those obtained by multi-scale 

clustering. The specific effect is shown in Figure 3. 
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Fig. 3. K-means algorithm image segmentation results 

These three images show the results of k-means clustering with k=2, k=10, and k=50, respectively. It can be clearly seen 

that as the number of clusters increases, the colors in the image become more diverse. The specific effect is shown in 

Figure 4. 

    

Fig. 4. The image processing result of this algorithm 

These three images show the cases where the difference between the gray value of the points inside the ball and the gray 

value of the center point is within 40, 20, and 10, respectively. 

Compared with the results obtained by k-means clustering, the images processed by the multi-scale clustering algorithm 

show significant improvements in the color difference on both sides of the edges. This is because the value of k in k-means 

is fixed, which may cause even pixels with similar colors to be classified into different clusters, leading to a significant 

difference in colors on the edges or even the edges being clustered with the colors on both sides. Such differences can have 

a significant impact on image classification, which requires more details from the images. Therefore, k-means is not 

suitable for image processing before image classification. 

In the multi-scale clustering algorithm, the splitting conditions for the particles involved in image classification, namely 

the threshold and purity, actually only need to adjust one of them during actual use. The purity is mainly based on the 

quality of the image. If the quality is not good, the purity can be reduced to prevent interference. The threshold adjustment 

scenario is based on whether the colors in the image are rich or not. If the colors in the image are monotonous, the threshold 

can be reduced to retain more details. However, in the case of rich colors, unnecessary features can be reduced to prevent 

them from interfering with the classification results. 

3.2 Image performance under noise attack 

This experiment uses Gaussian noise to add noise to MNIST data, and this experiment mainly uses Resnet as a classifier, 

and then uses this algorithm to process the image after adding noise, and compares the results with the original results. The 

results are shown in Table 1: 
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Table 1.  Effect of neutrophil processing on images under Gaussian noise. 

GAUSSIAN 

AMPLITUDE 
GRANULOCYTE 

PROCESSING 
UNPROCESSED 

1 89.75 90.39 

5 84.58 77.43 

10 63.08 49.35 

It can be seen from the results that the prediction accuracy of the classification model continues to decline rapidly under 

the condition that the Gaussian noise intensity of the image without multi-granularity processing is continuously 

strengthened. However, after the image is processed, it can be seen that the prediction accuracy of the image disturbed by 

noise in the classifier decreases slower.  

Gaussian noise is just a common natural noise. The threat to classifiers is adversarial example attacks. Adversarial example 

attacks can specifically perturb a model, causing it to be misclassified. Therefore, the following will use FGSM to attack 

the image, and then test whether the algorithm can resist the attack. Since the adversarial example attack is best used for 

color images, the data set used in this experiment is CIFAR10, and the attack results are shown in Table 2: 

Table 2.  Effect of neutrophil processing on images under FGSM 

EPS 
GRANULOCYTE 

PROCESSING 
UNPROCESSED 

0 95.03 95.18 

0.2 73.60 68.53 

 

4. CONCLUSION 

Image preprocessing technology has undergone long-term development, and many mature algorithms have been produced 

in this field, and because of the excellent effect of these algorithms, they have been applied to many fields. In this paper, 

the multi-granularity clustering algorithm and the image segmentation algorithm are combined, and a new image 

preprocessing algorithm is proposed, and then the effect of the algorithm is verified by experiments. The multi-granularity 

clustering algorithm is used to replace the traditional clustering algorithm to process the image, and its implementation 

details are improved to better match the image processing. Compared with the traditional algorithm, this algorithm can 

better preserve the edge information and quality of the image, and has higher efficiency. This algorithm proposes to use 

image preprocessing to defend against noise attacks in image classification. Since the image data is easily attacked by 

noise during the classification process, this will cause the prediction accuracy of the classifier to be affected. Therefore, 

this paper proposes preprocessing the noisy data to reduce the impact of these noise attacks. 
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