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Introduction to the Series

Welcome to the SPIE Field Guides—a series of publica-
tions written directly for the practicing engineer or sci-
entist. Many textbooks and professional reference books
cover optical principles and techniques in depth. The aim
of the SPIE Field Guides is to distill this information,
providing readers with a handy desk or briefcase refer-
ence that provides basic, essential information about op-
tical principles, techniques, or phenomena, including def-
initions and descriptions, key equations, illustrations, ap-
plication examples, design considerations, and additional
resources. A significant effort will be made to provide a
consistent notation and style between volumes in the se-
ries.

Each SPIE Field Guide addresses a major field of optical
science and technology. The concept of these Field Guides
is a format-intensive presentation based on figures and
equations supplemented by concise explanations. In most
cases, this modular approach places a single topic on a
page, and provides full coverage of that topic on that page.
Highlights, insights, and rules of thumb are displayed in
sidebars to the main text. The appendices at the end of
each Field Guide provide additional information such as
related material outside the main scope of the volume,
key mathematical relationships, and alternative methods.
While complete in their coverage, the concise presentation
may not be appropriate for those new to the field.

The SPIE Field Guides are intended to be living
documents. The modular page-based presentation format
allows them to be easily updated and expanded. We are
interested in your suggestions for new Field Guide topics
as well as what material should be added to an individual
volume to make these Field Guides more useful to you.
Please contact us at fieldguides@SPIE.org.

John E. Greivenkamp, Series Editor
College of Optical Sciences
The University of Arizona
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The Field Guide Series

Keep information at your fingertips with all of the titles in
the Field Guide Series:
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Field Guide to Probability, Random Processes, and
Random Data Analysis

Developed in basic courses in engineering and science,
mathematical theory usually involves deterministic phe-
nomena. Such is the case for solving a differential equation
that describes a linear system where both input and out-
put are deterministic quantities. In practice, however, the
input to a linear system, such as imaging or radar systems,
can contain a “random” quantity that yields uncertainty
about the output. Such systems must be treated by prob-
abilistic rather than deterministic methods. For this rea-
son, probability theory and random-process theory have
become indispensable tools in the mathematical analysis
of these kinds of engineering systems.

Topics included in this Field Guide are basic probability
theory, random processes, random fields, and random data
analysis. The analysis of random data is less well known
than the other topics, particularly some of the tests for
stationarity, periodicity, and normality.

Much of the material is condensed from the authors’
earlier text Mathematical Techniques for Engineers and
Scientists (SPIE Press, 2003). As is the case for other
volumes in this series, it is assumed that the reader has
some basic knowledge of the subject.

Larry C. Andrews
Professor Emeritus

Townes Laser Institute
CREOL College of Optics
University of Central Florida

Ronald L. Phillips
Professor Emeritus

Townes Laser Institute
CREOL College of Optics
University of Central Florida
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x

Glossary of Symbols and Notation

a,x,u, etc. Random variable, process, or field
Bu(R) Autocovariance or covariance function of

random field
Cx(τ) Autocovariance or covariance function of

random process
Cxy(τ) Cross-covariance function
CDF Cumulative distribution function
Cov Covariance
Dx(τ) Structure function
E[.] Expectation operator
E[g(x)|A] Conditional expectation operator
fx(x), fx(x, t) Probability density function
fx(x|A) Conditional probability density
Fx(x),Fx(x, t) Cumulative distribution function
Fx(x|A) Conditional cumulative distribution

function
pFq Generalized hypergeometric function
h(t) Impulse response function
H(ω) Transfer function
Ip(x) Modified Bessel function of the first kind
Jp(x) Bessel function of the first kind
Kp(x) Modified Bessel function of the second

kind
m, m(t) Mean value
mk k’th standard statistical moment
n! Factorial function
PDF Probability density function
Pr Probability
Pr(B|A) Conditional probability
PSD Power spectral density
RV Random variable
Rx(τ) Autocorrelation or correlation function
Rxy(τ) Cross-correlation function
Rx(τ) Long-time-average correlation function
Sx(ω),Su(κ) Power spectral density function
U(x−a) Unit step function

Field Guide to Probability, Random Processes, and Random Data Analysis



xi

Glossary of Symbols and Notation

Var Variance
Var[x|A] Conditional variance
x(t) Time average
z∗ Complex conjugate of z
γ(c, x) Incomplete gamma function
Γ(x) Gamma function
δ(x−a) Dirac delta function (impulse function)
µk k’th central statistical moment
µ̂(t) Estimator of mean value
σ2,σ2

x Variance
τ Time difference t2 − t1
Φx(s) Characteristic function
|| Absolute value
∈ Belonging to(
a
n

)
Binomial coefficient

〈 〉 Ensemble average
{ } Event
∩ Intersection
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