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Abstract. External quantum efficiency (EQE) is a parameter widely used in various photonic devices. In laser refrigeration of solids, materials with high EQE are essential for achieving net cooling. Pulsed power-dependent photoluminescence measurement is developed and demonstrated to be a rapid and efficient tool to determine the EQE and screen the sample quality before the fabrication process for the application of laser cooling in semiconductors. EQE values obtained from this technique are shown to be consistent with results from other more precise, but time-consuming measurements for various samples at different temperatures. © 2016 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.OE.56.1.011106]
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1 Introduction

External quantum efficiency (EQE or \( \eta_{\text{ext}} \)) is an important parameter that characterizes many photonic devices. To clarify, two different definitions of EQE are used historically. The first one is used exclusively in solar cells and defined as the ratio of the number of charge carriers collected by the solar cell to the number of photons of a given energy shining on the solar cell from outside. The second and more widely used definition of EQE is a coefficient that accounts for both the efficiency of the photon–electron conversion process (internal quantum efficiency) and the efficiency of moving light into and/or out of the device (coupling efficiency). These are two different concepts and should not be confused. In this paper, we discuss EQE in terms of the second definition.

EQE is widely used to evaluate light emitting diodes, photovoltaics,1 semiconductor lasers, and emerging technology such as laser-induced refrigeration of solids.2 In photovoltaics, EQE is a measure of the available open-circuit voltage and high EQE is a necessity for approaching the Shockley–Queisser efficiency limit.1 In laser refrigeration of solids, EQE is a critical parameter and net cooling can only be achieved in samples with very high EQE.

Laser cooling in rare-earth-doped solids was first demonstrated in 19953 and a cryogenic temperature was recently achieved.4,5 Laser cooling in semiconductors is more appealing because of its much lower achievable temperatures and the possibility for integration into electronics and other photonic devices.6 The first demonstration of laser cooling in semiconductors was reported in 2013 on cadmium sulfide nanobelts.7 However, net cooling in bulk semiconductor materials remain elusive despite the ultrahigh EQE value reported.8 A precise and rapid measurement of EQE for cooling samples is an important step for understanding the material property and ultimately achieving net cooling.

Nevertheless, precise measurement of EQE becomes increasingly difficult when it is approaching unity, as for the samples for laser cooling. Measurement of EQE in semiconductors is particularly challenging since it is carrier density dependent.

2 Theory

For an intrinsic semiconductor, the recombination of photogenerated electron–hole pairs (N) is conveniently written as the sum of the nonradiative (AN), radiative (BN^2), and Auger (CN^3) processes, where A, B, and C are the corresponding decay coefficients.9 This defines the internal quantum efficiency

\[
\eta_{\text{int}} = \frac{BN^2}{AN + BN^2 + CN^3} .
\]

The luminescence extraction efficiency (\( \eta_e \)) accounts for radiation trapping and reabsorption (i.e., photon recycling), which limits the amount of luminescence that exits the semiconductor. This luminescence trapping essentially manifests itself as inhibiting the spontaneous emission by modifying B to \( \eta_e B \). We define EQE (\( \eta_{\text{ext}} \)) as the fraction of photogenerated electron–hole pairs that appear as luminescence photons outside the structure

\[
\eta_{\text{ext}} = \frac{\eta_e BN^2}{AN + \eta_e BN^2 + CN^3} .
\]

Various techniques have been developed to measure EQE in semiconductor materials.9–14 Most recently, researchers at the University of New Mexico show that wavelength-dependent temperature change can be used to directly measure the EQE of a semiconductor photonic device.14 This approach, called all-optical scanning laser calorimetry (ASLC)
or laser-induced temperature modulation spectrum (LITMoS), measures EQE with precisions of ±0.1% and has been effective for characterizing both semiconductor materials and rare-earth-doped solids for laser refrigeration applications.\textsuperscript{4,14} The only drawback of this technique is that it is very time-consuming as it requires a very precise temperature measurement and is thus restricted by the thermal relaxation time of the sample. In order to screen the samples quickly for potential cooling candidates, a rapid measurement of EQE is desired and the precision requirement can be relaxed. For this purpose, they show that power-dependent photoluminescence (PDPL) measurement can be a very useful tool because it makes it possible to determine EQE in a fast manner without implementing the time-consuming ASLC measurement and before the complicated sample fabrication.\textsuperscript{14,15} However, temperature change of the sample was an issue in all previous PDPL experiments as a continuous-wave (CW) laser was used as the pump source. The temperature change will then alter luminescence intensity, distorting the PDPL data. Here, we modify the previous PDPL experiment by using a pulsed laser source, which will create as much carrier density as the CW laser but will generate much less heat. We call this a pulsed-PDPL experiment.

The analytical expression of pulsed-PDPL can be derived from the rate equation subject to an impulsively injected initial carrier density \( N_0 \),\textsuperscript{6}

\[
\frac{dN}{dt} = -(\alpha N + \eta_e B N^2 + C N^3). \tag{3}
\]

Rewrite the rate equation in the form

\[
\left[ \frac{1}{N} - \frac{N + q}{(N-s_1)(N-s_2)} \right] dN = -Adt, \tag{4}
\]

where \( q = B/C \),

\[
s_{1,2} = \left[ \frac{(-B \pm \sqrt{B^2 - 4AC})}{2C} \right] = N^{opt}\left\{ -1 \pm \sqrt{1 - \left( 1 - \frac{\eta_e^{opt}}{N^{opt}} \right)^2} / \left( 1 - \eta_e^{opt} \right) \right\}, \text{ and } \eta_e^{opt} \approx \left( 1 - \frac{2\sqrt{AC/\eta_e B}}{N^{opt}} \right) \text{ is the maximum EQE when carrier density is optimized at } N^{opt} = \sqrt{(A/C)}. \]

The solution of the differential equation [Eq. (4)] is given by the following transcendental equation:

\[
n(t) = \left( \frac{n_1 + \sigma_1}{n_1 + \sigma_2} \right)^{\frac{\sigma_1}{\sigma_2}} \left( \frac{n_1 + \sigma_1}{n_1 + \sigma_2} \right)^{\frac{\sigma_2}{\sigma_1}} e^{-\alpha t}, \tag{5}
\]

where we define normalized carrier density \( n(t) = N(t)/N_0 \), \( \sigma_{1,2} = (-s_{1,2}/N^{opt}) \), \( \sigma_1 = [-\sigma_2/(\sigma_1 - \sigma_2)] \), \( \sigma_2 = [-\sigma_1/(\sigma_2 - \sigma_1)] \), and \( \varphi = (N_0/N^{opt}) \), with \( N_0 \) denoting the initial carrier density at \( t = 0 \).

Equation (5) gives the carrier density \( N \) as a function of \( t \). We can then obtain the luminescence power by

\[
P_{\text{lum}} = \hbar \nu / \eta_e \int B N(t)^2 dt \propto \int n(t)^2 dt. \tag{6}
\]

where \( \nu / \eta_e \) is the escaped (i.e., measured) mean luminescence frequency.\textsuperscript{6}

Here, we have assumed that the incident pulse is instantaneous (delta function), thus

\[
aI \Delta t = h\nu N_0, \tag{7}
\]

where \( a \) is the resonant absorption coefficient, \( I \) is the incident pump intensity, \( \Delta t \) is the incident pulse duration, \( h \) is Plank’s constant, and \( \nu \) is the incident optical frequency. Since incident pump power \( P = IA \), where \( A \) is the pump spot area, \( P \propto N_0 \).

We plot \( P_{\text{lum}}/P \) as a function of \( P \) (pump power) for different optimum EQE in Fig. 1. After normalizing to the peak of the curve, plots for different EQE values show different slopes before and after the peak. We then can use this feature to obtain the value of \( \eta_e^{opt} \) by comparing the experimental data with the theoretical curve.

### 3 Experiment and Results

The experimental setup is shown in Fig. 2. The optical pump source is a miniature diode-pumped Q-switched Er:YAG laser (1535 nm) (Photop Technologies, Model: DPQL-1535-C-0040-005N-03) frequency doubled to 767 nm using a KTP crystal. It delivers \( \sim 3.5 \) ns (full width at half maximum) pulses having \( \sim 0.6 \mu J \) energy at 1 kHz repetition rate. Reference power and luminescence are collected by two identical photodetectors. The pump light is modulated with a rotating half-wave plate at \( \sim 1.5 \) Hz followed by a polarizing beamsplitter to obtain nearly 3 orders of magnitude of extinction ratio. A neutral density filter wheel is placed in front of the pump source to adjust the power to obtain data points on both sides of the peak on the pulsed-PDPL curve.

![Fig. 1 Pulsed-PDPL theoretical curve for different optimum EQE.](image1)

![Fig. 2 Experimental setup for pulsed-PDPL.](image2)
Signals from both photodetectors are sent to an oscilloscope. The pulse stream for one cycle (or half cycle) of the modulation is then recorded and the peak signals of each pulse are picked out by a numerical algorithm using MATLAB. The ratio of the peak signals from two detectors is then plotted against the peak signals (incident power) of the reference detector (PD1).16

Figure 3 shows the room-temperature pulsed-PDPL experimental data for four different samples with different EQE values and the corresponding theoretical curves. All samples in Fig. 3 are ~1-mm diameter GaInP/GaAs/GaInP (750 nm/750 nm/750 nm) double heterostructures (DHS) lifted off from the GaAs substrate and Van der Waals bonded to 5-mm diameter ZnS hemispheres.17 The heterostructure wafers are grown by metal–organic chemical vapor deposition (MOCVD) or molecular beam epitaxial (MBE). The experimental data match theoretical curves very well. The uncertainty of EQE in this pulsed-PDPL experiment is about ±1% to ±2%. We compare the EQE of these samples under the same condition by two different techniques (ASLC and pulsed-PDPL). The results are summarized in Table 1. The relative value agrees with each other, while pulsed-PDPL consistently gives smaller EQE than ASLC. The discrepancy can be attributed to the density dependence of radiative recombination coefficient $B$ and the peak detection method used in data processing, both of which will be discussed later.

### Table 1: Comparison of EQE measured by ASLC and pulsed-PDPL under the same condition on bonded samples at room temperature.

<table>
<thead>
<tr>
<th>Wafer</th>
<th>Growth method</th>
<th>Grown at</th>
<th>EQE by pulsed-PDPL on bonded samples (%)</th>
<th>EQE by ASLC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>MOCVD</td>
<td>SNL</td>
<td>90</td>
<td>94</td>
</tr>
<tr>
<td>B</td>
<td>MBE</td>
<td>CHTM (UNM)</td>
<td>78</td>
<td>82</td>
</tr>
<tr>
<td>C</td>
<td>MOCVD</td>
<td>SNL</td>
<td>85</td>
<td>86</td>
</tr>
<tr>
<td>D</td>
<td>MOCVD</td>
<td>NREL</td>
<td>89</td>
<td>92</td>
</tr>
</tbody>
</table>

In striking contrast to the ASLC technique, pulsed-PDPL can be used to easily screen samples without complicated and time-consuming fabrication processes and lens bonding. We perform pulsed-PDPL on several DHS samples with substrate (before processing). Figure 4 shows the experimental data for two samples at room temperature and the corresponding theoretical curves. The complete results are summarized in Table 2 for comparison with EQE obtained.
from ASLC on bonded samples from the same wafer. The EQE number obtained from PDPL on the sample with substrates shows the same trend but is consistently higher than the EQE obtained from ASLC on bonded samples, which is expected since the existence of the substrate will increase the extraction efficiency of the DHS sample and thus increase EQE. The summarized data show that, in general, pulsed-PDPL is an accurate tool to predict the EQE and to screen the sample effectively before processing.

A measurement of EQE at low temperatures is important for laser cooling in semiconductors since low starting temperatures provide more favorable conditions to achieve net cooling. Therefore, we also perform pulsed-PDPL measurement at low temperatures. However, the data at low temperatures cannot be explained completely by the analytical solution of Eqs. (5) and (6) for the following reasons. First, radiative recombination coefficient $B$ is a function of carrier density; second, the peak detection method used in the data processing is different from integrating the photoluminescence over infinite time as used in Eq. (6). Both factors have a stronger influence at low temperatures. Therefore, we simulate the problem numerically at low temperatures.

The density and temperature dependence of the $B$ coefficient can be explained as follows. According to the plasma theory of Huang and Koch, the density and temperature dependence of resonant absorption coefficient $\alpha$ result from both Coulomb screening and band-blocking (saturation) effects. The latter can be approximated by a blocking factor such that

$$
\alpha(\nu, N, T) = a_0(\nu) \left\{ f_v - f_c \right\}.
$$

The strong density-dependent blocking factor in the brackets contains Fermi–Dirac distribution functions for the valence ($f_v$) and conduction ($f_c$) bands. Using the “non-equilibrium” van Roosbroeck–Shockley relation, the luminescence spectral density $R$ is related to the resonant absorption coefficient

<table>
<thead>
<tr>
<th>Wafer</th>
<th>Growth method</th>
<th>Grown at</th>
<th>EQE by pulsed-PDPL on sample with substrate (%)</th>
<th>EQE by ASLC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>MOCVD</td>
<td>SNL</td>
<td>95</td>
<td>94</td>
</tr>
<tr>
<td>D</td>
<td>MOCVD</td>
<td>NREL</td>
<td>95</td>
<td>92</td>
</tr>
<tr>
<td>E</td>
<td>MOCVD</td>
<td>NREL</td>
<td>86</td>
<td>73.4</td>
</tr>
</tbody>
</table>

Fig. 4 Experimental data of pulsed-PDPL experiment (dots) on samples with substrate at room temperature. The solid lines are theoretical curves with fitting parameter of EQE = 95% and 86%, respectively.

Fig. 5 Density-dependent $B$ coefficient at (a) 300 K and (b) 100 K used to fit the pulsed-PDPL measurement data.
where \( c \) is the speed of light and \( n \) is the index of refraction.

Note that the radiative recombination coefficient \( B \) is obtained by
\[
BN^2 = \int R(\nu)d\nu,
\]
which results in a dependence of \( B \) on \( N \) at high carrier densities.

For our application, we use an empirical form for the temperature and density-dependent \( B \) coefficient\(^{16}\)

\[
B(N, T) \approx \frac{5.5 \times 10^{-10}(300/T)^{2.5}}{1 + 3.9 \times 10^8\sqrt{N}(300/T)^5}.
\]

The parameters in this empirical equation are determined by fitting it with the pulsed-PDPL data at various temperatures. Equation (10) is plotted in Fig. 5 for 300 and 100 K.

Figure 5 shows a stronger dependence of the \( B \) coefficient on carrier density at low temperature. Rupper et al.\(^{20}\) have studied the density dependence of the \( B \) coefficient using different models of rigorous microscopic theory. Their result is consistent with our empirical form plotted in Fig. 5.

To reflect the peak detection method used in actual data collection, we calculate the time-dependent detector signal using

\[
V(t) = \int_0^t PL(t')e^{-\frac{t-t'}{\tau}}dt',
\]

where \( PL(t') \) is the time-dependent photoluminescence signal calculated from Eq. (5) and \( \tau \) is the detector rise time. We then find the maximum (peak) value of \( V(t) \).

Figure 6 shows the results for both the numerical simulation and analytical solution at room temperature and 100 K under the same conditions. Note that the numerical results also consider the pulse shape of the incident laser while the analytical solution assumes a delta-function pulse. The results at 300 K show very little difference, indicating that our previous fit using an analytical solution is generally valid at room temperature. If using numerical simulation instead at room temperature, the obtained optimum EQE value will be slightly higher than the ones obtained from analytical equations, which explains the discrepancies we observed earlier. The results, however, differ a lot at 100 K, warranting the use of numerical simulation at low temperatures.

Figure 7 shows the experimental data at 100 K, 200 K and room temperature for one cooling sample before processing and the corresponding numerical simulation curve. They match very well and the obtained EQE values are, in general, consistent with ALSM measurement at low temperatures on the same sample.

Fig. 6 Calculated pulsed-PDPL curve from analytical solution (green) using Eqs. (5) and (6) and from numerical simulation (red dashed) at (a) 300 K and (b) 100 K. The numerical simulation takes into account three effects: density-dependent radiative recombination, luminescence peak detection affected by detector rise time, and the pulse shape of the incident laser.

Fig. 7 Experimental data of pulsed-PDPL experiment (dots) on samples with substrate at different temperatures. The solid lines are simulation curves with fitting parameter of \( \text{EQE} = 99.1\% \) at 100 K (blue), 97.8\% at 200 K (green), and 95\% at 294 K (red), respectively. Data are offset vertically for clarity.
4 Conclusion

In conclusion, pulsed-PDPL is developed as a rapid measurement for EQE in semiconductor materials. This technique is proven to be an accurate and efficient tool to screen samples before fabrication for the application of laser refrigeration of semiconductors.
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