Retraction Notice

The Editor-in-Chief and the publisher have retracted this article, which was sub-
mitted as part of a guest-edited special section. An investigation uncovered
evidence of systematic manipulation of the publication process, including com-
promised peer review. The Editor and publisher no longer have confidence in the
results and conclusions of the article.

LS did not agree with the retraction. ZW, NC, and JC either did not respond
directly or could not be reached.



Research on computer network security evaluation
based on image recognition and neural network

Zilong Wang,® Lin Shi,*”%* Ning Chen,® and 4

INanjing University of Aeronautics and Astronautics, College of Economi
Nanjing, China

®Southeast University, School of Cyber Science and Engineering,

‘Jiangsu Financial Information Management Center, Nanji

of mobile phones and computers. Basically, a mobile phone is stores all the
information of a person, so it is indispensable for carrying out|tes mputer network
security evaluation. The purpose of this article is to information
security threats in computer networks. Neural netwo is camnsidered secure,

has high flexibility, fast access to information, strong oward creating
a low-cost network topology, we used a low-cost net
the security of computer networks based on neural n ated existing risks
that are appropriate for future computer security r the study show that
neural networks using the Bayesian network meth igni t impact on network secu-
rity. Considering the problems that can occur with ty risks, computer security
systems based on neural networks have a 30% redu error rate compared with
etworks have better learn-
ing performance to safeguard network sec i urity of information requires
further research and evaluation of compu urity based on neural networks. © 2022
SPIE and IS&T [DOI: 10.1117/1.JEL32.1.0

Keywords: neural network; computer ne K security; evaluation research.

Paper 220477SS received May 6, ; (iblication Aug. 12, 2022; published
online Sep. 15, 2022.

1 Introduction

software, and data in a network system from being
or malicious reasons, allowing the system to
operate continuously, and preventing interruptions in network services.
With the current dey, ence and technology, information has become a critical
component of society elopment of computer networks for handing informa-
re of our information to the hidden dangers caused by

Network security protects the ha
damaged, altered, or leake

seen from current information security risks and some inci-
I many vulnerabilities in today’s computer networks. Therefore, there
e suitable solution that will address the huge information security
g network information security protects personal privacy and

The back propagation (BP) nervous system is a multilayer network
the error-backpropagation algorithm and is one of the most widely used

security, respect
trained according to
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models in the study of current nervous systems.” The principle of the BP neuropsychological
study is to use a feedforward network with backscattering, without adjusting the level and weight
of the network, thus reducing the sum of the square network errors.® There is no feedback link
between individual neurons in the BP neurological model. The three-layered local structure con-
sists of an obvious forward neural network with supporting layers.* A ayer relay system is
used to solve linear dissociative problems, whereas a multilayer relay s used to solve
nonlinear computer network problems.’

Xu et al.® indicated that the current computer network security proble
logical security and physical security, so it is necessary to strengthen thg
these two areas. Yang et al. also pointed out that, with the advancemen
nology, it is necessary to prevent information security risks simultaneously.
network security problems not only are caused by improper operations

rity should focus on comprehensive improvement.® Shuo et al.” i
network technology is not mature enough for computer security,
with the apphcatlon of neural networks in computer network secu
shortcomings.” Xiao et al. indicated that the current i
based not only on the speed and accuracy of processin ning type based
on neural networks, so it can be useful for certain self

describing the basic methods for solving and c
This paper first presents a systematic overview
of the study. The second part is the theoretical fi des a comprehensive and
systematic overview of logical security, phys1ca1 sec tion security management
in modern computer network secunty In addi e of integration with current

dy of computer networks.
ts and research objectives

network security, as well as the research
the experimental results are given. The
recommendation for the full applic
network strategies in computer n

arizes the research results and give
ork risk analysis models and neural

g . al analysis.'” It offers us a clear and succinct graphical
model to illustrate interestig ionships between elements and allows for more clarity and
easier undesstandi ations between elements.!®* The Bayesian network has

work links the introduction of pie charts to variables, so the
5 between variables can be easily represented. Bayesian networks have been
s in the theory of possibilities. The following basic probability
sed in the search process.

ity of the condition of P(N|M) factor N depends on the presence of factor M,
are two elements of E and P(M) > 0. Similarly, if P(N) > 0, then P(M)|N) is

called the prob of factor M conditionally if factor N occurs, where

P(N|M) = %, (1)
P(M|N) = %. 2
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From the above, we get
P(N/M) = P(M/N). 3)

knowledge can be
2,...,Xn, the

Once the Bayesian network model is built, the batch normalization
explained. The reason is that, assuming the set of all variables to be
set of variables in subset E = e with respect to the set of variables in subset
distribution that is found by the equation:

P(R
P(RIE = ¢) =

merely a resource debate. In other words, if the probability of a
structure and variables of BN, is known, then the probability of;

combines the arguments of reason and analysis, i.e.,
and a specific cause are realized, then looks for other of the incident.
The computer security evaluation system mainly includes ic security, physical

encryption, anti-virus measures, digital signature i cess control, system
audit, data recovery and backup, equipment safety, undancy, line safety, power
supply safety, network room safety, electromag ion, emergency response

mechanism, personnel safety training, safety manag d safety organization sys-
tem. In general, the reason for information leaksyi ifig’on an unknown link or using
an unknown connection device, which are security and physical security,
respectively. These fuzzy methods can t | pcertainty of factors into quantitative
expressions; moreover, fuzzy mathemati€sli , with many boundaries that are
indistinguishable, and it can even apply an éf d to fuzzy things. Through it, people
can correctly and objectively judg

If X = X1,X2,...,Xn corresp (Xi), I =1,2...,the probability of a

blurred incident is called the blu ikeli the blurred episode is represented by the
blurred set x. The calculati

Assuming that the ent y in y is known, the probability of occurrence of x in X is

known as the uncert: condition, and it is calculated as follows:
P(xy)
= , P(y)>0. 6)
P(y)

= ZP(AB)P(Bi). 0

Simplifying the otal probability equation, we get

p(Bl4) = Pf,f;f)‘) : ®)
P(B;A) = P(AB;) = P(A|B;)P(B;). ®
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2.2 Data Mining Technology and Related Algorithms

The general definition of data mining refers to a process of extracting or analyzing and mining
useful data from a large amount of data through various algorithms. It has specific prerequisites
and constraints, and it is oriented to a specific domain, and it can deeplypmine its hidden infor-
mation. Data extraction, transformation, analysis, and related modeled da ocessing are used
to analyze, extract, and output critical business information from the data™
business decisions. Data generation refers to the stage of computer file crea
and the development of equipment for data information generation in the g
the beginning of the life cycle of electronic files or source data. Simply pu
of comprehensive data analysis method that is more in depth than other dé
Common data analysis and data selection equations for data mining are sho

CRF,(b) = (10)

F(1) = an

Cj = {ulf(x) 12

E(A) = 13)

Nowadays, the amount of information generated ield is increasing, with the
business data containing useful informatio r business decisions. If data
generation is just collecting the data, it h g. Therefore, data mining can be further
described as researching and analyzing a ! iness data generated in accordance

gularities, which may be implicit,
deled, so they can be better used for
decision-making. Commonly used i i for analog processing are shown in
Egs. (14)—(16):

(14
as)

(16)

age into an electrical signal through electronic devices, such as
ers. The second part is the processing and preprocessing of the information,
hich is to process, sort, and analyze the obtained electrical signals; to propose
atures reflecting the characteristics of the target; and to extract and select that
features that he oreat influence on the results of the whole system identification and clas-
sification. The thir@ is the identification or classification process; the function of this part is
to map the feature vector space of the previous part to the type space, which is equivalent to the
process of making a conclusion from perceptual to rational understanding.'® Figure 1 shows the
original image and the image with noise.

In practical applications in which neural networks are used to achieve matching or recog-
nition, the feature-based neural network recognition method has been widely adopted; it makes

the essen
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tures, statistical features, transfo arious fusion features. This method
requires that the extracted features reliable, reflecting the differences between
1mages The algorithm is usuall ¢ that the image being processed is not

extraction algorithms are mputationally expensive, making it difficult to

achieve real-time performa illance processes. Figure 2 shows the filtered
image and the blurred weighted

The recognition method.ba 1 grayscale uses the simple processed raw image
grayscale data as the ng : i ata and directly uses the original image grayscale

. This approach has a large neural network, but the net-
ance and a high recognition rate. This approach uses

data, and its ability to tolerate errors., unlike feature-based recognition meth-
% N0 k asa classifier The algorithm in this paper filters the image as

3 Experiments

3.1 Correlation of Experimental and Data Processing

The experimental data come from the literature based on neural networks, and then it is compiled
and analyzed with relevant data. Most of the experiments based on neural networks now use a BP
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mation of the computer to judge the obtained experim by a tool. The
most widely used is the BP neural network model, whi descent method for

backpropagation, adjusts the relevant values, and minimizes r. The design work of the
output layer of BPNN is reflective of the results of t ssment. According
to the evaluation design of the input layer, the nu i tput layer is set to 2;

then the output result of (1, 1) indicates that it is put result of (1, 0) means
basically safe, the output result of (0, 1) means uns result of (0, 0) means very
unsafe.

After obtaining the network security informati or intruding information is
detected and analyzed from the original in 2 hen the security of the network security
information system is ensured, and finally/the g aformation is processed and prevented

from affecting the original information i 1
be blocked. Therefore, a comprehen-
on cyber security monitoring models.

The purpose of developing a comp. odel is to establish a functional relation-
ship between data analysis and d i 0 use data obtained from different sources
to determine the influenéépof di rs on a particular sector and to create a business
model over time.

After receiving various i 'mation, the relevant information can be rea-

lection index. There 3 ¢ s of compiling statistics based on statistical models: the
probability method.

1onal opportunity table was designed for each node. Finally, Ge Nine software
was used 10 detect data leaks, and a security analysis model for computer networks was devel-
oped based o Bayesian network. The Bayesian network can effectively use real-time data
and sample data to decision-making chains for immediate response to pollution, as well as
to strengthen emergency capacity. Theoretically, it is important to plan for emergencies.

The set of fundamental factors is the set of key risk factors that lead to immediate data
leaks, hence the design of the node proof system in a Bayesian network structure. Basic factors
include intrusion prevention, data encryption, antiviral measures, digital signatures, software
security, access control, system audit, data recovery and backup, equipment security, fault
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Table 1 Determination of the risk level of information leaks.

Risk level There is a problem Risk evaluation

Primary risk Logical security 100

Secondary risk Physical security

Tertiary risk Management security

tolerance redundancy, line security, power supply security, network room
magnetic protection factors such as leaks. Computer network security ma
mainly include the strategy and system, facility and personnel man gement,
and environment and resource management, including cybersecuri anagement proc-
esses, cybersecurity planning guidance strategies and programs, ¢
mation on the development of management process specificatio
control of network security incidents.

The evaluation system is used to analyze the existi i he 3 through data
analysis from the detected data feedback and evaluates i evant processing
methods. Then based on the frequency of the problem, ivided into different levels.

The details are shown in Table 1.

Once the contingent likelihood of having a condi
is obtained, it is fed as “evidence” into the Ge Nin
risk of a security breach. This is part of the Baye
the causal inference function described above, Ba

e Bayesian network
, which then calculates the
e function. In addition to
er a diagnostic inference

s are open, international, and
ces, such as physical transmission line
attacks, network communication protoco hardware, and software vulnerabil-
ity attacks. Computer network security 1 onal challenges. Not only can local
network users attack computer netw er countries can also attack computer
networks through the internet. Mos ké have no technical restrictions on users,
and users can freely obtain infor: i ormation. Moreover, most people do not
pay much attention to thgi information problems. As a result, problems such as

clicking on unknown lin i information leaks and property theft often occur.

Security Risks

eaks have different aspects and include logical security,

Percentage of The size of the

people affected impact
Physical security 20% Big influence
Logical security 70% Great influence
Management security 10% Less influence
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[ Software security

[ Virus intrusion
Equipment security
[ ]Electromagnetic leakage

24%

38%

18%

21%

Fig. 4 Proportion of computer network se

From the data in Table 2, it can be seen that, for th
security issues are the largest part of known information sécu
general, information leaked due to logical issues may

factors, logical
es, accounting for 70%. In
to be leaked due to

problems, thereby reducing the occurrence of hid i i ecurity problems.

In addition to judging the degree of informatio the causes of information
leaks, it can also be judged by the percentage of infa the impact of such leaks,
including virus intrusion, software security, eg
has a greater impact on information securi

As shown from the data in Fig. 4, di

shown in Fig. 4.
ion accounts for only 5% of human

information security issues, indicating thz twork security is effective at pre-
venting virus intrusion, but there is still sO rovement. Among the risks, software
security accounted for 40%, indicatj ertain problems in the prevention of

risks to software security. This problemnt i hé addition of human factors. Some people

information. Therefore, ifh then not only security technology but also people’s
awareness of security pr
An important item to isk i uracy and speed of processing information

e relationship between the speed of addressing
work security is directly proportional, as shown in Fig. 5.

e amount of data

1 2 3 4
When the loss caused by different time

Fig. 5 Information processing speed versus information loss.
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[ Relationship changes|
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Fig. 6 Prevention of network security in a

After the network security is attacked, it takes a c
It can be seen that the faster the processing speed is,
the"beginning of the
attack, 5 s of information loss directly became hundre: nds of information leaks.
Therefore, faster processing speeds can deal with p
security of a computer network.

According to pre-existing data, if there is a pot
related technologies to help software devices auto
reduce the problem of information leaks. An exam
programs; after the hacker attacked the user’ i
changed the user’s payment password, but
so the hacker could not transfer the user,

ith network security, having
tection mode will greatly
payment function on TV

ally entered a protection mode,
mputer equipment stopped the loss in
gsing problems are also important

It is shown in Fig. 6 that if the ¢
the problem occurs, it can be prot
preventing the criminals from rea
rity has high self-learningleffici;
information security.

. Neural network-based computing secu-
uracy, which can greatly improve computer network

ation, which can info
networks. Another is tk

strengthening the security capabilities of a set of data
>d networks to combine data with hazard data to discuss

y problems persist, the impact is even greater. Researching literature, case stud-
ith experts, etc., we summarize the factors that influence information security
all aspects of the actual situation cannot be covered. On the other hand,
instead of relying ge samples of data to calculate probabilities, combining adherent math-
ematics with Bayesian networks uses membership functions to calculate the probability of
significant events to better represent cybersecurity issues. The computer increases this like-
lihood by 30% compared with standard methods, so there is more evidence for early warning,
reference, and physical usefulness. This strongly confirms the validity of the Bayesian risk
assessment model.

ies, consu
issues. Howe
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[0 Artificial risk
2000 [ IManage risk
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Fig. 7 Advantages of Bayesian risk assessm
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Information proccssing capacity

Computer networks, of the nervous system, calculate the probability
of a computer network secu ayesian method and then compare it with the
probability of a normal compute

Figure 8 shows that the ry and Bayesian methods to evaluate network

twork security problems using neural network-
result in higher security and autonomy. The ability to
1 enable more effective mitigation of computer network
rce factors, logical security has the greatest impact on
risks, physical security issues have the greatest impact

based computer sec
learn and anticipate

per assesses that, with economic development and the continuous upgrading of
ion technology, computer network security issues have become increasingly

and other aspects of security will be threatened. In addition, people are
now using electronic devices ubiquitously. Then, the misuse of this information by others
will have a greater impact on individuals and society. Facing this increasingly important
computer network security problem, the use of neural network-based computer network
security methods through Bayesian method verification has become a focus of future
research. Therefore, this paper uses the Bayesian method to study the problem of
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computer network security, which is intended to deepen the understanding of emerging
technologies and better apply it to real life.

(2) This article highlights the important role of the Bayesian risk assessment network. First, it
identifies key aspects of information security issues that can provide clues to strengthen-
ing specific research on design and development of relevant capabilities. Second, it uses
accuracy, speed, self-learning, and other processes of the nervou em to combine
information with danger data to make inferences about the hidden dang of computer
networks. The results of the argument can be used as a reference in 0
Third, it provides references for development policies and technice
work security issues and gives existing evidence of the ability of the
calculate emergency capacity and provide early warnings.

(3) This paper has conducted experiments on fuzzy Bayesian netwos
models from the aspects of logical security, physical secuy
impact size. The results showed that logical security issues
network security factors, physical security accounted for
rity factors, and management security accou
occurred, the impact would be even greater. We
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